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Abstract. In order for AI systems to provide explanations of their
decision-making that are concise and understandable, they need to have
the ability of getting rid of irrelevant details and presenting a higher-level
view. Answer Set Programming (ASP) is one of the core formalisms of
Symbolic AI, based on logic programming with stable model semantics,
widely used in various applications. Explaining the solutions (i.e., answer
sets) of an answer set program continues to be a widely studied topic,
with various systems available. This technical communication reports on
a preliminary study for observing the e�ect of abstraction on the under-
standability of ASP explanations, by considering the recent abstraction
notions which preserve the dependencies as much as possible while ab-
stracting over answer set programs. We describe our experiment design
which will be our base for further extensions of the study. Our prelimi-
nary results show the challenge of capturing the e�ect of abstraction on
understandability, requiring further investigations in this direction.3

Keywords: Abstraction · Explanations · Answer set programming

1 Introduction

Abstraction through simplifying and generalizing are abilities that humans un-
wittingly use when understanding and reasoning about the world [3,13]. Espe-
cially as we aim for AI systems that are transparent and understandable to
humans, such systems need to acquire abstraction abilities that allow them

3 This version of the contribution has been accepted for publication, after peer re-
view (when applicable) but is not the Version of Record and does not re�ect post-
acceptance improvements, or any corrections. The Version of Record is available on-
line at: http://dx.doi.org/10.1007/978-3-032-02813-6_18. Use of this Accepted
Version is subject to the publisher's Accepted Manuscript terms of use https://www.
springernature.com/gp/open-research/policies/accepted-manuscript-terms
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to present explanations of their complex decision-making and representations
overviewing their complex structures via showing the key elements, so-called
�model-of-self� [14], making it easier for humans to understand. In the �eld of
Explainable AI (XAI), some recent works involving abstraction include forget-
ting [22] or projecting away details in explanations [6], simplifying solutions
[23], abstracting rule-based representations by predicate invention [20] or do-
main clustering [8], explaining neural networks through causal abstractions [11]
or decision trees [7], showing the need and the potential of abstraction.

Answer set programming (ASP) [4], which is based on logic programming
with stable model semantics, is one of the core formalisms in Symbolic AI and
thanks to e�cient solvers widely used in many areas of Computer Science and
AI, from combinatorial search problems over system modeling to knowledge-
intensive applications [9]. Obtaining explanations for ASP solutions has also
been a topic that is widely studied with available systems. The challenge of
achieving concise explanations to aid in human understanding still remains [10].
Obtaining abstractions over the explanations would be a way to achieve this.

Abstraction is �rst introduced for ASP as an �over-approximation� of pro-
grams that ensures all answer sets are preserved while reducing the vocabulary
[16,17]. Later, more restrictive properties have been investigated ensuring that
all dependencies are preserved, by considering strong/uniform equivalence like
relations [19,18]. These abstractions of programs were shown to get rid of or
abstract over details that are not the key points for reasoning.

We report on an ongoing work that investigates, through cognitive exper-
iments, whether the concise explanations obtained over these abstract answer
set programs aid in human understandability. In this paper, we illustrate our
hypothesis and describe the experiment design, with preliminary results in fact
showing no e�ect. We view these results as the �rst step towards understanding
the problem, discuss potential shortcomings and ideas on further extensions of
the experiment with added complexity to be able capture the e�ect of abstraction
on understandability.

2 Background

ASP An answer set program P over a set U of propositional atoms is a set of
rules r of the form α0 ← α1, . . . , αm,not αm+1, . . . ,not αn, 0≤m≤n, where
each αi ∈U is a propositional literal and not is default negation. We also write r
as H(r)← B+(r), not B−(r), where H(r) = {A1, . . . , Al} is the head, B+(r) =
{Al+1, . . . , Am} is the positive body and B−(r) = {Am+1, . . . , An} is the negative
body of r. A rule r is a constraint if α0 is falsity (⊥, then omitted), a fact if n=0
and positive if B−(r) = ∅. Semantically P induces a set AS (P ) of stable models
(or answer sets), which are sets I of atoms of P that are minimal models of the
reduct [12] given by P I = {H(r)← B+(r) | r ∈ P,B−(r) ∩ I = ∅}.
Abstraction Recent works study the theory of removal [19] and abstraction [18]
of irrelevant details in answer set programs. The aim is to de�ne a simpli�cation
resp. an abstraction of an answer set program that preserves the dependencies
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while removing resp. abstracting over some details. As it was shown that simpli-
�cation by removal [19] is a special case of abstraction de�ned in [18], we only
provide details of the latter, where a mapping is de�ned to cluster atoms in U .

De�nition 1 ([18]) Given sets of atoms U , U ′ with |U| ≥ |U ′|, a program P
over U and a mapping m : U 7→ U ′, Q over U ′ is a uniform m-abstraction of P
if, for any set F of facts over U , we have

m(AS (P ∪ F )) = AS (Q ∪m(F )). (1)

Informally, the aim is to map atoms from the language U of program P to
atoms in a smaller language U ′ in such a way that the answer sets of P and
the resulting abstraction Q correspond, independently of the facts, i.e., the in-
stance data, added to the program. As not every program might have a uniform
m-abstraction, the necessary and su�cient conditions for abstractability, and
model-based representations of abstractions were provided. Furthermore it was
shown that, whenever possible, the abstract program can be achieved simply by
syntactic clustering of the atoms (or syntactic removal in [19]).

3 Abstractions over Explanations

In this section, we illustrate the potential use of abstraction notion from De�ni-
tion 1 for obtaining abstract explanations containing the key details of reasoning.

Example 1 Let us consider the following program P .

reachPotsdam ← takePlane.

reachPotsdam ← takeTrain.

attendKI ← talkReady , register , reachPotsdam.

If we reach Potsdam by either taking the plane or the train, register to the con-
ference and have our talk ready, then we can attend the conference.

Now consider having di�erent scenarios in which we prepare our talk to
present at KI, we either take the plane, the train, or start walking towards Pots-
dam, and we register or not. Since the talk is ready in all scenarios, that detail is
not decisive in attending the conference, thus can be removed. Since both, taking
the plane and taking the train (but not walking), allow us to reach Potsdam, the
details of which transportation is taken can be abstracted over. Removing and
abstracting over these details yield the program Q below.

reachPotsdam ← takePlaneOrTrain.

attendKI ← register , reachPotsdam.

To theoretically capture the cases as in Example 1, where there is a set
of scenarios to consider when abstracting, De�nition 1 need to be relaxed to
consider a set of sets of facts describing the potential instances, which we leave
for future work and focus instead on how they might aid with explanations.
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|__attendKI

| |__talkReady

| |__register

| |__reachPotsdam

| | |__takeTrain

(a) Default

|__attendKI

| |__register

| |__reachPotsdam

| | |__takePlaneOrTrain

(b) Abstracted

Fig. 1: Explanations obtained by xclingo

The idea is to obtain explanations over the abstracted program. In order
to obtain explanations, we make use of the tool xclingo [5] which provides
explanation graphs of a given answer set. Below we illustrate its use.

Example 2 (Ex. 1 ctd) For the scenario {talkReady , register , takeTrain}, we
have AS (P ) = {talkReady , register , takeTrain, reachPotsdam, attendKI }. The ex-
planation for the atom attendKI to appear in AS (P ) is as in Figure 1a. With an
abstraction mapping that removes talkReady and clusters takeTrain and takePlane
into takePlaneOrTrain, and the abstract program Q over the abstracted vocabu-
lary, we obtain the explanation for attendKI appearing in AS (Q) as in Figure 1b.

4 Empirical Study

We hypothesize that the explanations obtained in the abstract programs would
help in understandability, due to only containing the relevant details compared
to the default explanations of the original programs. In this section, we describe
the cognitive experiment in form of an online survey which we designed to test
our hypothesis and report on preliminary results.

Task Participants are presented with a classi�cation task of tabular data, where
each instance is a set of attributes with a binary class label. Each instance is
also visualized by a corresponding image (see Figure 2).

Classi�cation. We present three concept learning tasks to participants, where
each task is de�ned through an answer set program, assigning the instance to
the target class when certain conditions are met.4

During evaluation, participants are asked to decide for each instance whether
it belongs to the target class or not.

Domains. To avoid proactive interference [24] between previously learned rules,
we select three di�erent domains, each of which being di�erent biological speci-
men: �owers, mushrooms, and cacti. Each domain has six domain-speci�c deci-
sion attributes, and the same target attribute �dangerous�.

4 Details on the answer set programs and the stimuli description can be found here
https://www.dbai.tuwien.ac.at/user/saribat/pub/ki25_supp.pdf

https://www.dbai.tuwien.ac.at/user/saribat/pub/ki25_supp.pdf
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Fig. 2: Example of a learning phase stimulus as presented in the study. The
table lists all attributes and values, with a corresponding image. The provided
explanation is the default without abstraction.

Instructions Flower | Mushroom | Cactus
Question-

naires

Learning phase

(2 pos. stimuli)

Test phase

(3 pos. & 3 neg. stimuli)

Fig. 3: Study Procedure Overview. The order of the three domains and the test
phase, i.e. the order of the positive (illustrative in green) and negative (resp. in
red) stimuli were random to balance out possible position e�ects.

Study Design and Procedure The empirical online study is based on a
complete 2x2 between-subject factorial design, where participants were randomly
assigned to one of the four groups formed by a combination of 2 factors: 'cluster'
and 'removal', and the data between these groups were compared to calculate the
e�ect of each factor on our dependent variable.5 The main part of the experiment
consists of a learning and a test phase (see Figure 3).

Learning Phase At the beginning of each domain, participants receive 2 positive
(dangerous) examples together with an explanation why the stimulus was classi-
�ed dangerous. These explanations di�er depending on the assigned group of the
experiment. The control group has an explanation with no abstraction (see Fig-
ure 2). The three abstraction groups, cluster, removal, and cluster_removal,
receive an abstracted explanation based on their assigned group. The cluster,
resp. removal, group receives an explanation based on abstraction by clustering

5 Informed consent about data protection, anonymity and the right to leave the study
at any time was given. At the end of the study, participants had the opportunity to
leave further comments and notes.
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(e.g. 'water or mud'), resp. removal of irrelevant atoms. The cluster_removal

group sees explanations with cluster abstraction and removal (e.g., Figure 1b).

Test Phase After the learning phase, unseen stimuli (3 positive, 3 negative)
are presented without explanations. Participants need to decide whether the
stimulus is dangerous or not and give a rating about their con�dence with a
slider bar (range 0-100), or choose the option �I don't know�. The attribute
values were evenly distributed across all stimuli to avoid accumulations of a
single attribute value.

Subjective Assessments After the last domain, participants gave ratings on the
perceived usefulness of the explanations (5 items, based on a subset of [2]),
their active memorization e�orts (1 item) and their familiarity with the domain
terminologies (1 item). All these items were rated on a Likert-type scale ranging
from 1 ('strongly disagree') to 7 ('strongly agree'). Prior knowledge in computer
science, logic, mathematics and programming as well as the three domains (7
items) is rated on a scale from 0 ('none') to 4 ('expert').

Participants We recruited 71 participants from two universities whose study
program was either Psychology or Computer Science (age mean = 23.1, sd = 4.9;
49 female, 38 male). There is no signi�cant di�erence in the distribution of gen-
der, age, or self-reported knowledge in computer science among the abstraction
groups. Participants were compensated in course credits for their participation.

Analysis We report our statistical tests on the following hypotheses.

Hypothesis 1: Having abstract explanations during the learning phase increases
the classi�cation accuracy compared to the control group.

Per participant mean accuracy is normally distributed for three of the four
abstraction groups, with a Shapiro-Wilk test [21] showing barely signi�cant
(p = .03) for the cluster_removal condition. Homeoscedasticity holds. A two-
factor ANOVA considering each abstraction as its own factor shows no signif-
icant e�ect for either factor and the interaction (cluster F = 1.30, p = .26,
removal F = .74, p = .39, cluster_removal F = .24, p = .63). A one-factor
ANOVA considering abstraction groups as a single factor shows no signi�cant
e�ect (F = .74, p = .53).

Hypothesis 2: Having abstract explanations during the learning phase increases
the self-reported con�dence in the classi�cation compared to the control group.

Per participant mean accuracy is normally distributed for each abstraction
group. Homeoscedasticity holds. A two-factor ANOVA as in Hypothesis 1 shows
not signi�cant for either factor and the interaction (cluster F = .29, p = .59,
removal F = .08, p = .78, cluster_removal F = .20, p = .66). A one-factor
ANOVA considering abstraction groups as a single factor shows no signi�cant
e�ect (F = .19, p = .91).
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5 Discussion

Motivated by how predicate invention aids in comprehensibility [20,15], we ex-
pected a positive e�ect of abstraction. When examining the results, we detected
some unforeseen limitations which might have caused observing no such e�ect.
One major issue, which was also reported among the participants' comments, is
the choice of the target variable �dangerous�. Due to its semantic meaning, par-
ticipants may have been inclined to choose dangerousness to avoid repercussions.
Another potential limitation might be that tasks requires to be of a certain �inter-
mediate� complexity for explanations to be helpful [1]. The default explanation
might have been already easy to follow, requiring no help with abstraction.

We aim to extend our study by changing the target variable to a less trig-
gering term, and increasing the complexity of the provided explanations, e.g.,
considering clustering of more than two atoms, adding further irrelevant atoms
to be removed. The challenge will be to have the study complex enough to show
the e�ect of abstraction but not too complex to not see any e�ect at all.
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