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Abstract

Construction of cyclic staff schedules is of high practicalrelevance in a broad range of work-
places. Typically, such schedules must fulfill different hard constraints regarding the workforce
requirements, sequences of shifts, and length of work and days-off blocks. We investigate the appli-
cation of iterated local search to solve this problem. The current version of our algorithm has been
experimentally evaluated on a set of benchmark instances from the literature.

1 Introduction

We investigate solving the rotating workforce scheduling problem. The formulation of the problem we
solve in this paper is given in [5]:
Instance:

• Number of employees:n.

• SetA of m shifts (activities) :a1, a2, . . . , am, wheream represents the special day-off “shift”.

• w: length of schedule. The total length of a planning period isn × w because of the cyclic
characteristics of the schedules.

• A cyclic schedule is represented by ann × w matrix S ∈ Anw. Each elementsi,j of matrix S

corresponds to one shift. Elementsi,j shows on which shift employeei works during dayj or
whether the employee has time off. In a cyclic schedule, the schedule for one employee consists
of a sequence of all rows of the matrixS. The last element of a row is adjacent to the first element
of the next row, and the last element of the matrix is adjacent to its first element.

• Temporal requirements: The requirement matrix R((m − 1) × w) (we use herem − 1, because
shift am represents the day-off), where each elementri,j of the requirement matrixR shows the
required number of employees for shifti during dayj.

The aim is to find a cyclic schedule (assignment of shifts to employees) that satisfies the require-
ment matrix, and the constraints about sequences of shifts not permitted to beassigned to employees,
maximum and minimum length of periods of consecutive shifts, and maximum and minimum length of
blocks of workdays

To generate rotating workforce schedules several methods have beenproposed in the literature [1],
[5], [2], [4]. In this paper we propose an iterated local search based algorithm to solve this problem. The
proposed method is experimentally evaluated and compared with other existing aproaches.

2 Iterated Local Search for Cyclic Staff Scheduling

The proposed algorithm is based on the iterated local search framework [3]. Our algorithm includes the
previously proposed local search which is based on the min conflicts heuristic, and the iterative process
with the perturbation mechanism and the acceptance criteria. Although the local search procedure is
very important, selecting the appropriate perturbation in each iteration as wellas the mechanism for
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acceptance of solution are also very important to obtain good results using an iterative local search
algorithm.

Initially our algorithm constructs a random initial solution. The iterative phaseconsists of the local
search method, perturbation, and the acceptance criteria test that decides if the solution produced with
the local search fulfils the acceptance criteria. Regarding the local search technique we apply one of
methods proposed in [4] which is based on min conflicts heuristic. During each iteration a conflicted slot
(or a block of slots) in schedule is selected randomly. A slot is conflicted if it appears in one of violated
constraints. The selected slot is swapped with all slots in same column and the best solution is selected
such that the number of conflicts is minimized. Additionally, the tabu list is used to avoid cycles during
the search.

The solution returned from the local search phase is accepted for the next iteration if it fulfils the
specific criteria regarding the quality of the solution. We experimented with different possibilities for
the acceptance of the solution returned from the local search: (1)solution returned from the local search
phase is accepted only if it is better than the best current existing solution, (2) solution returned is always
accepted, (3) solution is accepted if its quality is not much worse than the bestyet found solution.

During the perturbation phase the accepted solution is perturbed and the newly obtained solution is
used as an input for the next call of the local search technique. We apply two different perturbation mech-
anisms: (1)N fixed swaps (see description of swap moves in [5]) of cells are performed randomly; (2)
An adaptive perturbation mechanism that takes into consideration the feedback from the search process.
The number of cells to be swappedN varies from 2 to some numberx (determined experimentally), and
the algorithm begins with a small perturbation. If during the iterative process(for a determined number
of iterations) the fitness of the solution remains same, the size of perturbation isincreased by 1, otherwise
the size ofN will be decreased by 1.

3 Computational Results

We report on preliminary results of described algorithm for 20 problems which were proposed previously
in the literature1. We experimented with proposed perturbation variants and acceptance criteria, and
investigated different stopping criteria for the local search. In this paper are presented the best current
results. The experiments were performed with an Intel Core 2 CPU 2GHz, 1GB RAM. For each problem
20 independent runs are executed.

In Table 1 results for 20 problems are shown. Columns 3-6 present results of existing approaches
from the literature regarding the time needed to reach the first solution (in [4]the average time over 10
runs is given). Note that for algorithms proposed in [1] and [2] the results for problems 4-20 are not
available. Last column (ILS) presents preliminary results obtained with iterated local search (the average
time over 20 runs) proposed in this paper. Iterated local search could solve all problems and gave a
feasible solution in each run. Although the experiments were performed on different computers and the
results are not totally comparable we can conclude from the table that the iterated local search gives
promising results for the benchmark problems in the literature. Most problems could be solved in a very
short amount of time and results are competitive with other techniques.

For the future work, we are planning a more extensive evaluation of parameters and investigation of
the impact of each component in the iterated local search algorithm.
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Table 1: Comparison between ILS and other aproaches in literature

Example Groups [5] (time in sec) [1] (sec) [2] (sec) [4] (sec) ILS (sec)

1 9 0.9 73.54 3.78 0.07 0.09
2 9 0,4 310.84 0.03 0.07 0.08
3 17 1.9 457.98 10.26 0.42 0.32
4 13 1.7 0.11 0.05
5 11 3.5 0.43 0.56
6 7 2 0.08 0.17
7 29 16.1 52.79 138.27
8 16 124 0.74 0.54
9 47 >1000(?) 15.96 3.17
10 27 9.5 0.60 0.47
11 30 367 13.15 6.93
12 20 >1000(?) 1.17 1.07
13 24 >1000(?) 0.87 0.37
14 13 0.54 0.76 0.74
15 64 >1000(?) 159.04 243.99
16 29 2.44 0.54 0.38
17 33 >1000(?) 2.16 0.41
18 53 2.57 6.83 4.03
19 120 >1000(?) 75.83 22.91
20 163 >1000(?) 71.38 43.56
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