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Abstract Shift design and break scheduling are important employéedding
problems that arise in many contexts, especially at aispasill centers, and ser-
vice industries. The aim is to find a minimum number of legdftshthe number of
workers assigned to them, and a suitable number of breakasthe deviation from
predetermined workforce requirements is minimized. Suchlpms have been ex-
tensively investigated in Operations Research and rechatle been also tackled
with Avrtificial Intelligence techniques. In this chapter watline major character-
istics of these problems and provide a literature survey sgkition techniques to
solve them. We then describe in detail two state-of-thexaptroaches based on lo-
cal search technigues. Finally, we discuss our experienibsthe application of
one of these techniques in a real life case study.

1 Introduction

Designing shifts and breaks is one of the most importantgshamsthe general em-
ployee scheduling problem. The typical employee scheduydiocess in an organi-
zation consists of several stages. Given a planning peoiein( called the temporal
horizon), in a first phase the temporal requirements arecteltl which then deter-
mine the number of employees needed for each day and timeahtduring the
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planning period. After these requirements have been ésftalol, the shifts can be
designed. At this stage the number of employees for each@hiéach day in the
planning period has to be determined. In some cases, mordoveach employee
assigned to a shift, a set of breaks must also be scheduled.

Shift design and break assignment problems are known alderather names,
for example asshift design[19, 10], shift scheduling3, 2, 25, 28], andbreak
scheduling4, 5, 20, 31]. Such problems arise at airports, call centard in the
service industry in general, and have been extensivelystigaged in Operations
Research and Artificial Intelligence.

On the one hand, the quality of solutions for shift design brehk scheduling
is particularly relevant because of the legal issues coiegithe working time of
employees, the well-being of employees, and the importafieglucing costs while
guaranteeing a high level of service. In some working emvirents the quality of
solutions is even critical: For example, an inadequatelkoasaignment to air traffic
controllers can be the cause of safety problems due to dihexi concentration.
On the other hand, the search space of these problems is dithey are subject
to conflicting constraints which makes it practically impitde to tackle them by
means of exact methods.

In this chapter, after the formal introduction, we will deébe solving meth-
ods for these problems. In particular two state-of-theagpiroaches based on lo-
cal search techniques will be described in detail. Moreawerwill provide a real
life case study that includes shift design. We will desctiie solving process and
present our experiences with the application of these tqaks in a real life case
study. Furthermore, we provide a literature survey ovartgm techniques for these
problems.

2 The shift design problem

The shift design problem is a variant of the shift schedupngpblem and has been
firstintroduced in [12], [21], and [19]. The definition of ghproblem is given below
(this definition is taken almost verbatim from [21] and [19])

The input of the problem:

e nconsecutiveime slotsfas,az), [a2,a3), - . -, [an,an+1), all with the same length
slotlengthin minutes. Time poing; represents the begin of the planning period
and time poinfy, 1 represents the end of the planning period. A valyeelated
with each slofa;, & 1), indicates the optimal number of employees that should
be present during that slot.

e y shift typesy,...,w. Each shift typevj has the related parametassmin-start
andvj.max-start, which represent the earliest and latest statteoshift, and
vj.min-length andvj.max-length, which represent the minimum and maximum
length of the shift. An example of shift types is given in Tafl

e Two scalar real-valued quantities, necessary to defineist@de from the aver-
age number of duties.
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AS: the upper limit for the average number of working shifts peek per em-

ployee
AH the average number of working hours per week per employee

Table 1: Possible shift types

Shift typd[min-startmax-starmin-lengt max-lengtH
06:00 | 08:00 07:00 09:00
10:00 | 11:00 07:00 09:00
13:00 | 15:00 07:00 09:00
21:00 | 23:00 07:00 09:00

Z| > o<

The aim is to generate a set bfshifts s,...,5. Each shifts is completely
determined by the parametegsstart ands .length and must belong to one of the
shift types. Additionally, each shiff, has a set of parametessw;, Vi € {1,...,C}
(Cis the number of days in the planning period) indicating theher of employees
assigned to shif$, during dayi.

The objective of the problem is to minimize the following faomponents:

F1: sum of theexcessesf workers in each time slot during the planning period.

F:  sum of theshortageof workers in each time slot during the planning period.

Fz3: number of shifts

F4: distanceto the average number of duties per week in case it is above a ce
tain threshold. This component is meant to avoid an exce$sygmentation of
workload in too many short shifts.

The problem is a multi criteria optimization problem, in whieach criterion
has different importance depending on the situation. Theatilge function is the
weighted sum of the four components.

Usually the designing shifts for a week is considered (less @re also possible)
and the schedule is cyclic (the element following the lasietislot of a planning
period is equal to the first time slot of the planning period).

Formal definitions

The generated shifts belong to at least one of the shift tifpes

vie{l,...,k}3je{l,....y}/
vj.min-start< §.start< v;.max-start

vj.min-length< g .length< v;.max-length



4 Authors Suppressed Due to Excessive Length

In order to define the shortage and excess of workers, we éfstedthe loadqy
for a time slotd as

k
|d = Z Xp,d
p=1

where

o o ] SoW if the time slot belongs to the interval of shi§y on dayi
P~ 0 otherwise.

The total excesB; and total shortagE, (in minutes) of workers in all time slots
during the planning period is then defined as
n

Fi= CZ (max(lg —wg, 0) * slotlength
=1

n

Fo= dz (max(wg — lg,0) * slotlength
=1

Regardings, this is simply equal to the number of shiks
The average number of working shifts per week per emplogeB)(is defined
below:
(3115515 .wj) « AH
YK 1515w x5 length
The penalty associated with the average number of dutiesfiisadl as.

AvD =

F4 = maxAvD— AS 0)

It is worth noticing that the criterioR, is not always taken into consideration in
the literature.

A problem similar to this problem, called tls&ift scheduling problephas been
considered by several authors previously in the literatife will describe later in
the literature section the main differences between tHedgsign and shift schedul-
ing problem.

3 Break scheduling

In this section we present a break scheduling problem whashbeen first men-

tioned in [5] and [26]. This problem appeared in the area pesvisory personnel,

whereas a slightly different variant of the problem, in tlase of call centers, has
been solved in [4].
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The definition of the break scheduling problem for supemyigzersonnel is as
follows (this definition is taken almost verbatim from [5]daf26]):
In the same setting of the shift design problem, we are auditly given:

e Fixed shifts(s1, s, ...,S) representing employees working within the planning
period. Each shifts, has an adjoined parametsrpreaktime that specifies the
required amount of break time fgrin time slots.

e An employee is considered to be working during time &pta; 1) if that em-
ployee neither has a break during time $ta; 1) nor he/she has stopped work-
ing at time point. After a break, an employee needs a full tglo¢, usually 5
minutes, to become reacquainted with the altered situafions, during the first
time slot following a break, an employee is not considereoketavorking.

Similarly to shifts, also breakis; are characterized by two parametdrgstart
andbj.end, representing the time slots in which a shift or breakss&nd ends.
Subtracting the value for start from the value for end gitesduration of shifts and
breaks in time slots. The durations of shifts and breaks tared in an additional
parameter, duration. Moreover, each break is associatacwiertain shift in which
it is scheduled. We distinguish between two different typielsreaks: lunch breaks
and monitor breaks.

Formal definitions

Given a planning period, a set of shifts, the associated lboeak times, and the
staffing requirements, a feasible solution to the breakddive problem is a set of
breaks with the following characteristics:

e Each breakbj, lies entirely within its associated shiff, That is,
s.start< bj.start< bj.end=s.end

e Two distinct breakgb;, by) associated with the same shit, do not overlap in
time:

b;.start< bj.end< by.start< by.endv by.start< by.end< b;.start< bj.end

e In each shifts, the sum of durations of its associated breaks equals threeq
amount of break time:

Z bj.duration= s.breaktime
bjes
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Criteria for finding an optimal solution

Among all feasible solutions for the break scheduling peablwe try to find an
optimal one according to seven criteria, which we model #scemstraints:

C,: Break Positions.  Each bredti, may start, at the earliest, a certain number of
time slots after the beginning of its associated shjfand may end, at the latest,
a given number of time slots before the end of its shift:

b;.stars > s .start+ distance to shift start
bj.end< s.end— distance to shift end

Co: Lunch Breaks. A shif can have several lunch breaks, each required to last a
specified number of time slots (min lunch break durationg, stmould be located
within a certain time window after the shift start. Ligt be a lunch break. Then,

by.start> s .start+ distance to shift statb
bp.end< s.end— distance to shift enidb

Cgs: Duration of Work Periods. Breaks divide a shift into workdarest periods.
The duration of work periods within a shift must range betwaeequired mini-
mum and maximum duration:

min work duration< b,.start— §.start< max work duration
min work duration< bj, ;.start—b;j.end < max work duration
min work duration< s.end— by,.end< max work duration

where 0y, ...,bj,bj4 1, ...,bm) are the breaks of in temporal order.

C4: Minimum Break Times after Work Periods.  If the duration ofvark period
exceeds a certain limit, the break following that period tiast a given mini-
mum number of time slots (min ts count):

b,.start— s.start> work limit = b;.duration> min ts count
bj.1.start—bj.end> work limit = bj1.duration> min ts count

where, once againbq; ...,bj,bj,1,...,bm) are the breaks «f in temporal order.
Cs: Break Durations.  The duration of each brelk, must lie within a specified
minimum and maximum value:

min duration< bj.duration< max duration

Cs: Shortage of Employees. In each time sl@,a.1), at leastr; employees
should be working.
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C7: Excess of Employees. Ineachtime s|et,a:1), & mostr employees should
be working.

Objective function

For each constraint, we define a violation degréelation(Cy), specifying the de-
viation (in time slots or employees) from the requiremertdsesl by the respective
constraint. The importance of each criterion and its cpaading constraint varies
from task to task. Consequently, the objective functiontfe break scheduling
problem is the weighted sum of the violation degrees of alldbnstraints:

F (solution) = S /_; Wk x violation(Cy)

whereW is a weight indicating the importance assigned to congt@inGiven an
instance of the break scheduling problem, our goal is to fifesible solution that
minimizes this objective function.

4 Literaturereview

The shift design problem described in this chapter has bestnrfiroduced in [12],

[21], and [19]. In these works a tabu search based algorithisolve this prob-
lem is proposed. Additionally, their method orders moved applies these first
to regions with larger conflicts (larger over/under-staffinThe proposed solution
methods have been used since several years in the comnsoftisbre package
OPA of XIMES Inc. Di Gaspero et al. [14, 10] proposed the agilbn of hybrid

approaches based on local search and min-cost max-flowitee® The hybrid
algorithm improved results reported in [19] on benchmarkregles.

A similar problem called shift scheduling problem has besemsively inves-
tigated in the literature. Although shift design problend amift scheduling show
some similarities there are some further specifics thataciarize the shift design
problem. In the shift design problem the number of employeegach shift over
a whole week should be determined and the problem is cytlecghift starting on
the last day that will last overnight will finish in the firstylaf the schedule). Fur-
thermore, a different objective function is used for thdtstesign problem that also
allows undercover and tries to minimize the number of usétssh

Regarding the shift scheduling problem the first approablge been proposed
many years ago. Dantzig developed the original set-cogdomulation [8] for the
shift scheduling problem, in which feasible shifts are eatated based on possible
shift starts, shift durations, breaks, and time windowsbi@aks. Integer program-
ming formulations for shift scheduling include [3], [29ha [1]. Aykin [1] intro-
duced an implicit integer programming model for the shitiextuling problem in
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1996 and later he compared an extended version [2] of hisqu&wnodel with a
similarly extended formulation introduced by Bechtold dadobs [3]. He observed
that Bechtold and Jacobs’ approach needed fewer varialileseas his approach
needed fewer constraints. Several problems were solvad bsith models with the
integer programming software LINDO. The model proposed pki\was shown
to be superior.

Rekik et al. [25] developed two other implicit models and @mged to im-
prove upon previous approaches among them Aykin's origimadel. Tellier and
White [28] developed a tabu search algorithm to solve a shlieduling prob-
lem originating in contact centers which is integrated itite workforce schedul-
ing system Contact Center Scheduling 5.5 from PrairieFyo#& Bic. (htt p:

/I ww. prai ri efyre. con). The solution of a shift scheduling problem with
a planning period of one day, and at most three breaks (twoiibtes breaks and a
lunch break of 1 hour) has been considered in [24] and [6]6]1tHe authors make
use of automata and context-free grammars to formulatetr@dnis on sequences
of decision variables. Quimper and Rousseau [24] invegtigedeling of the regu-
lations for the shift scheduling problem by using regulad eantext-free languages
and solved the overall problem with Large Neighborhood &ealn addition to
the previous model, the authors applied their methods iglesiand multiple activ-
ity shift scheduling problems. A new implicit formulatioorf multi-activity shift
scheduling problems using context-free grammars has bexggoged recently by
Coté et al. [7].

Previously, break scheduling has been addressed mainharasopthe shift
scheduling problem. Several approaches have been profoygewblem formula-
tions that include a small number of breaks. These appreasttedule the breaks
within a shift scheduling process. Such approaches indhel@revious mentioned
methods for shift scheduling [8], [3], [29], [1], [2], [25]28], [24], [6], [7]. Genera-
tion of three to four breaks per shift after the design oftshifith a greedy approach
has been investigated in [13].

Some important break scheduling problems arising in caiters, airports, and
other areas include a much higher number of breaks compautbe fproblem for-
mulations in previous works on shift scheduling. Also, éiddial requirements like
time windows for lunch breaks or restrictions on the lengttbi@aks and work
time emerged. These new constraints significantly enldrgsearch space. There-
fore, researchers recently started to consider a new agpwhich regards shift
scheduling and break scheduling as two different problemastiges to solve them
in separate phases.

The break scheduling problem that imposes same constfairiiseaks defined
in this chapter has been investigated in [5, 26, 20, 31, 38¢rkt al. [5] applied
a min-conflict based heuristic to solve this problem. Thishod has been applied
in a real-life application for the supervision personnedeBet al. [5] also introduce
real life benchmark instances containing shifts that idelmore than 10 breaks.
The results presented in [5] have been further improved bsnetie algorithms
proposed in [20, 31, 30]. A similar break scheduling problarhich origins in call
centers and includes also meetings and some slightly cHaragestraints, has been
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described in [4] and [26]. Note that a simplified break schiedyproblem can be
formulated as temporal constraint satisfaction problemP(J9] therefore it can be
solved in polynomial time. This algorithm can be applied talflegal position of
breaks, but without taking into consideration over-stgfind under-staffing that are
very important criteria when solving shift design and breekeduling problems.

Recently, an algorithm based on constraint programminglacal search for
solving of this break scheduling problem together withtstiéfsign has been inves-
tigated in [15]. This approach could not improve the resoittined by solving the
break scheduling problem separately (after generatirftsshi

5 Local search for shift design

Local search is a search paradigm which has evidenced torpesffective for a
large number of Al problems [17]. This paradigm is based eridlea of navigating
through the search space by iteratively stepping from cate b one of its “neigh-
bors”, which are obtained by applying a simple local chag@é current solution.

The first local search algorithm for the shift design problems been proposed
in [12], [21], and [19]. These initial works proposed diffet move types that were
used for the exploration of the neighborhood. Regardindpited search techniques,
the basic principles of tabu search [16] were used to escapelbcal minima. In
order to make the search more effective, a new method waxlinted to explore
only parts of the neighborhood. The search is focused onidaykich a shortage
or excess is present. Moreover, some of the moves are afpiigdo specific shift
types in the region in which the shortage or excess appeaditidnally, an ap-
proach for generating a good initial solution, which is lthea the idea of starting
(ending) a shift whenever the requirements increase (deejewas proposed. These
techniques were implemented in a commercial product c@leerating Hours As-
sistant, which has been used in different areas to solvedssfgn problems.

A hybrid local search approach for shift design has beerepited in [10]. This
solver comprises two stages, namely a greedy construatiothé initial solution
followed by a tabu search procedure [16] that iterativelpiiaves it. The greedy
construction method relies on the equivalence of the (ryafie) shift design prob-
lem to a variant of the Min-Cost Max-Flow network problem [23he greedy
heuristic employs a polynomial subroutine which can easiljnpute the optimal
staffing with minimum (weighted) deviation, but it is not altb simultaneously
minimize the number of shifts used.

The second stage of the proposed heuristic is based on gileskrrch paradigm
and relies on multiple neighborhood relations. The localete model is defined by
specifying three entities, namely tlearch spacethe neighborhood relationand
thecost functionIn details, the local search entities are described indghewing.
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5.1 Search space and initial solution

We consider as a state for shift design the set of sQifts{s1,s,,...} together with
their associated parameters. The shifts of a state arergplitvo categories:

e Activeshifts: at least one employee is assigned to a shift of titis tn at least
one day.

e Inactiveshifts: no employees are assigned to a shift of this type gidan These
shifts do not contribute to the solution and to the objedtivection. Their role is
explained later.

More formally, we say that a shi € Q is active (resp. inactive) if and only if
718w #0(=0).

5.2 Neighborhood relations

For tackling the shift design problem we consider threeedéht neighborhood re-
lations that are combined in the spirit of the multi-neighitand search [11], and
are a subset of those applied in [19] with some modifications.

Given a stat&) of the search space the types of moves considered are tbefoll
ing:

ChangeStaffCS): The staff of a shift is increased)(or decreased|] by one
employee. This kind of move is described as a trifgej,a), wheres € Qis a
shift, j € {1,...,C}isadayac {1,|}.

ExchangeStaffES): One employee in a given day is moved from one shift to
another one of the same type. The move is described by tHe tgp, s, J),
wheres,,s, € Q, andj € {1,...,C}.

ResizeShiftRS):  The length of the shift is increased or decreased by 1 tioe-
either on the left-hand side or on the right-hand side. Theeni® described by
the triple(s;, |, p), wheres € Q,1 € {1, |}, andp € {<,—}. In order to apply this
move, the shifs, obtained froms; must be feasible with respect to its original
type.

When the effect of the move will transform an inactive shifamactive one (e.g.,
by increasing the staff of an inactive shift at a given dayj)ew inactive shift of the
same type is randomly created.

Inactive shifts allow us to insert new shifts and to movefdtatween shifts in
a uniform way. This approach limits the creation of new shifbly to the current
inactive ones, rather than considering all possible sh#tenging to the shift types
(which are many more). The possibility of creating any legjaft is rescued if we
insert as many (distinct) inactive shifts as compatiblenwfite shift type. Experi-
mental results, though, show that there is a trade-off betweomputational cost
and search quality which seems to have its best compromikavimg 2 inactive
shifts per type.
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5.3 Search strategies

Our local search solver is driven by tabu search. A full deson of this technique
is out of the scope of this chapter and we refer to the book of/&land Laguna
[16] to for a general introduction. We describe the spexaion of this technique
to our problem.

Differently from [19], that uses tabu search as well, we emphe three neigh-
borhood relations selectively in various phases of thecbeaather than exploring
the overall neighborhood at each iteration.

Our strategy is to combine the neighborhood relati@8s ES, andRS, accord-
ing to the following scheme made of compositions and inéeileg. In detail, our
algorithm interleaves three different tabu seanatmersusing the following neigh-
borhoods:

e theES alone
e theRS alone
e the set-union of the two neighborhoo@$ andRS

The runners are invoked sequentially and each one starnstfre best state ob-
tained from the previous one. The overall process stops vahietl round of all
of them does not find an improvement. Each single runner st it does not
improve the current best solution for a given number of tters (calleddle itera-
tions).

This composite solver is further improved by performing & fehanges on the
final state of each runner, before handing it over as thelrstate of the following
runner. In details, the modifications at the performed agerbrge of identical shifts
and the recreation of a suitable number of inactive shifts.

For all three runners, the size of the tabu list is dynamicesah move remains in
this list for a random number of iterations selected withgiven range. Moreover,
the tabu status of a move is dropped if it leads to a staterkibtta the current best,
in accordance with the standaadpirationcriterion of tabu search.

6 Local search for break scheduling

In this section we present in details a solution method basddcal search for the
break scheduling problem. The algorithm that will be désetiis based on the min-
conflicts heuristic [18] and has been first proposed for beesleduling problem in
[5], [4], and [26]. The following description is based on$kaeferences.

The solution of the break scheduling problem is represeaseal set of breaks.
For each shifts, the breaks to be scheduled are instantiated at the begiofia
local search algorithm. At first, lunch breaks are generaded then the remain-
ing break time is distributed among monitor breaks. Henoe,duration of each
lunch break is set to the exact number of time slots requiyezbbstraintC, (lunch
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breaks), and the duration of each monitor break lies withingpecified minimum
and maximum limits imposed by constralty (break durations).

In the min-conflicts-based algorithm, the start of a brdglstart, is an integer
variable that can be altered during the search processntres, we require that the
duration of a breakh;.duration, remains unchanged and keeps its initially assign
value. However, we allow multiple breaks to be scheduledseoutively so that
breaks of longer duration can be created.

6.1 Initial solution

Once the breaks are created, they must be placed in the dnfemplan. We im-
plemented two methods to schedule breaks within their é®olcshifts. The first
simply schedules breaks randomly so that they do not oveflag second sched-
ules breaks so that the resulting break pattern completgigfies constraint€;
throughCs. This task is accomplished by formulating the problem asrgpk tem-
poral problem (STP) [9] and solving it by means of a randoghizersion of the
Floyd-Warshall shortest-path algorithm [23].

A STP consists of a set of variabl¥s= Xy, ..., X, and a set of constraints on those
variables. The variables of an STP represent time poiniaga@entinuous domains.
Each constraint is represented as an interval that eitlstiiats the domain values
for a single variable; or restricts the differenceX; — X;) of two distinct variables
(X, Xj).

To schedule breaks correctly with respect to constr&@nthroughCs, the start
and end parameters of shifts and breaks are modeled aslgar@tan STP. The
STP constraints will take care of the various limits impoeadreak positions and
on the duration of breaks and work periods. In detail the S@istraints are the
following:

bj.starte [(s.start+ distance to shift stayts.end )
bj.ende [s.start (5.end— distance to shift eng

byp.starte [(s.start+ distance to shift statb), s.end ()
bip.ende [s.start (5.end— distance to shift enidh)]

b;.start— s .starte [min work durationmax work duratioh (Cy)
bj1.start— bj.ende [min work durationmax work duratioh
s.end— by.ende [min work duratiopmax work duratioh
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b;.duration< min ts count<=- b;.start— s.starte [min durationwork limit)
(Cs)
bj1.duration< min ts count<=- bj1.start—bj.ende [min durationwork limit)

The two temporal constraints f@, are inserted if and only ifb;.duration<
min length and (b;1.duration< min length, respectively. Constrair@ls is satis-
fied by construction, since the solution creation procesates only breaks whose
durations range between the required time limits.

6.2 Neighborhood relations

We developed two types of moves for the break schedulingl@nabr he first move
(called assignment) assigns to a break a new start withire#igective shift. The
second move (denoted swap) exchanges the start times ofreadassociated
with the same shift, meaning those breaks are actually sseagpigure 1 illustrates
these two moves. Given a feasible solut®to the break scheduling problem, the
neighborhood\(S) is the set of all solutions obtained by applying an assigririten
a single break irs or by swapping two breaks within the same shif&in

Assignment Swap

Imllll*ll*]

Fig. 1: The two moves used for the break scheduling probldra.assignment move
assigns to a break a new start within its respective shit. Stiap move exchanges
the start times of two breaks associated with the same shift.
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6.3 Min-conflicts heuristics

The minimum-conflicts heuristics aims at improving the eatrsolution by con-
centrating only on the parts that cause constraint viatati®uring an iteration, the
minimum-conflicts heuristic selects a break that violatesrsstraint and determines
a move that decreases (or leave unchanged) the violatioeeed the current so-
lution. If such a move exists, it is applied to the currentusioh, and the search
continues until some stopping condition is satisfied.

The minimum-conflicts search method applies only movesdbatot decrease
the current solution quality. Thus, if the search reachescal loptimum solution,
the algorithm will not proceed any further, since it will rfotd solutions of better
quality than the local optimum. To avoid this undesirabl@dsor, we apply an
additional strategy known as random walk, which has beed ssecessfully in
algorithms for satisfiability problems [27], rotating wdéokce scheduling [22], etc.

The random walk strategy also selects a break that violatesstraint. However,
unlike the minimum-conflicts heuristic, it applies an ardiy move to that break.
On the one hand, the violation degree of the resulting sotutould be worse than
the previous one. However, on the other hand, performing sumves can help the
algorithm to escape from local optima. We call the comboratf both strategies
min-conflicts random walk. The random walk strategy is earrdut with a small
probability p, whereas the ordinary minimum-conflicts search is carrigdagth a
higher probability of 1- p. The specific value op is determined experimentally.

7 A case study

In this section we consider a real life problem arising fréma shift design domain.
This example represents a particular sub-problem that wlasd in an European
airport. We selected this domain, because shift designlgmbin airports are of
high practical relevance. To solve the particular shiftigleproblem we apply the
local search techniques proposed in [21, 19]. This methowtiaded in a commer-
cial scheduling system called Operating Hours AssistaPd)J12] owned by the
XIMES Corp. OPA has been successfully applied by the coastdtof the XIMES
GmbH in many companies and institutions since more thaneansy

7.1 Temporal requirements

The temporal requirements for our case study are given fervegek. The cycle
should be considered (a night shift that begins on Sundag:@02and is 8 hours
long, impacts the first day of the week). Figure 2 shows th@teal requirements in
tabular form and as a requirement curve. The first row of thietmdicates that on
Monday between 05:00-05:30 9 employees are required, osdayel0 employees
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@
Montag
Tienstag
ittwoch
Cornerstag
Freitag
Samstag
Sonntag

Persanen

0
05:00 15:00 01:00 1100 21:00 07:00 1700 0300 12:00 2x00 09:00 1200 05:00 15:00 01:00 1100 21:00
Zeit

Daten

Yon | EBis Mo Di Mi Do Fr Sa Sa

05:00 05:30 9,00 1000 &00 9,00 9,00 10,00 10,00
05:30 06:00 20,00 20,00 20,00 20,00 20,00 20,00 20,00
06:00 07:30 29,00 29,00 30,00 23,00 29,00 29,00 28,00
07:30 0:00 23,00 23,00 26,00 24,00 25,00 23,00 23,00
09:00 11:00 35,00 3500 37,00 35,00 37,00 38,00 35,00
1100 14:30) 31,00 32,00 33,00 31,00 33,00 3300 32,00
1430 1600 35,00 35,00 33,00 3,00 3500 3500 35,00
1800 1900 29,00 31,00 26,00 30,00 28,00 29,00 31,00
13:00 21:30) 35,00 36,00 37,00 38,00 37,00 3500 35,00
21:30 2330 12,00 12,00 13,00 12,00 13,00 12,00 12,00
2330 0500 500 500 600 500 7,00 7,00 600

Fig. 2: Temporal requirements for the airport case study

are needed, etc. As we can see the number of employees varileg the planning
period. The maximal number of employees in the planningopds 38, whereas the
minimal number of employees is 5.

7.2 Shift types

In the next step we have to define the shift types that deterithie possible start
and length of the real shifts. Table 1 represents the fotirtyfpes that are used for
this case study: M-morning shift, D-day shift, A-afterncgnift, and N-night shift.
Shifts generated by the algorithm should fulfill the cridéegiven by the shift types.
For example, morning shifts can start between 6:00 and &10@reeir length should
be between 7 to 9 hours.

7.3 Weights of the criteria

As explained in the problem definition the solution to theftstiésign problem is
evaluated with an objective function, which combines foeighted criteria: excess
in minutes, shortage in minutes, number of shifts, and diggdrom average number
of duties per week. The weights of these criteria usuallyedepon the particular
situation. In some cases it is very important to avoid comefjethe shortage of
employees and in other cases the minimization of employee®ie important. To
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find a solution for our case study we will illustrate furthertscenarios regarding
the importance of criteria.

7.4 Generation of shifts

The local-search based algorithm for generating shiftatiteely improves the ini-

tial solution. OPA is an interactive software system thatudes a graphical user
interface that shows the improvements of the current smiwind the relevant in-
formation regarding the overall shortage and excess, andumber of shifts. The
decision maker can stop the algorithm at any time. If thesiecimaker is not sat-
isfied with the current solution, he/she can change the w®ighd try to further

improve the current solution.

Firstly, we assign weights to optimization criteria as dalk: 1 - shortage, 1 -
excess, 60 - number of shifts, O - distance from average nuaflaities per week.
For the given requirements, constraints and the weightgeattbe local search al-
gorithm generates the solution shown in Figure 3. This smutontains 8 shifts,
the overall shortage is 4,2%, and the overall excess of grapkis 2,32%. As we
can see Figure 3 the shortage of employees appears in séwveralots.

Note that the solution obtained by the Min-Cost Max-Flowoaithm has a total
shortage of 3,63%, and a total excess of 2,45%. This polyaloahgorithm com-
putes the optimal staffing with minimum (weighted) deviatibowever it is not able
to simultaneously minimize the number of shifts used andytete is not taken into
consideration. The number of shifts generated by this nteih@4. Therefore, the
solution obtained by the local search procedure is muclkebettarding the number
of shifts, and regarding the covering of requirements itrly glightly worse than
the solution obtained by the Min-Cost Max-Flow method.

In the second scenario we increased the weight of the steoiddg Other weights
are not changed. Using these weights we can run the localsalgorithm that uses
the current solution as an initial solution. This algoritfintls a solution with 8 shifts
that produce 1,49% shortage and 6,45% excess. The overatfdhe shortage and
the excess is increased. However, the shortage which isheamaost important cri-
terion is significantly improved. The new generated sofutiopresented in Figure 4
(only the first day is shown). By increasing of the weight af #hortage, we could
also find a solution with no shortage.

Such a result is quite typical for real life projects. It istroverall the mini-
mization of shortage and excess but a multidimensionahopéition problem with
many factors to be considered. Typically users like to geilan of consequences
of weight changes (either by recalculation from scratchyostepwise refinement
of the solution at hand). This helps users to assess thet@bdtend limits for fur-
ther improvements and sometimes even causes a change egtlieements stated
(...if there is no solution with ... we cannot .. .). A quicktipization is crucial to
facilitate such assessment process.
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Dienstag
Sonnt

6
4
a
gS‘DEI 15:00 01:00 11:00 21:00 07:00 17:00 03:00 13:00 23:00 09:00 19:00 0s:00 15:00 01:00 11:00 21:00
M1 Morning shift 06:00 14:30 23| 23 25| 23 24 22 22
M2 Morning shift 08:00 15:00 8 9 7 7 8 10 9
M3 Morning shift 07:00 14:30 1 1 1 1 1
Al Afternoon shift 14:30| 21:30 23| 23 20| 22| 22| 23 23
A2 Afternoon shift 15:00) 23:30 6 7| 7 7| 6 & &
A3 |Afternoon shift 14:30) 22:00 4 3| 6 S| S| 2 3
A4 |Afternoon shift 15:00, 22:00 2| 2 2| §| 3
N1 |Night shift 22:00) 07:00 6| s| 6 s[ 7] 7[ 6
Fig. 3: The shift design solution generated using localdear
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Fig. 4: The shift design solution generated by the localdearhe weight of short-
age is increased to 5
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8 Conclusion

In this chapter we presented two real-life problems from dhea of personnel
scheduling. We gave a precise problem definition for shiigleand break schedul-
ing and then surveyed the existing literature for these &weig and other related
problems. The solution techniques based on local seartihéva been used suc-
cessfully to solve different large real-life problems ir$le domains have been fur-
ther introduced. Finally, we presented a case study andidedahe solution pro-
cess in a commercial personnel scheduling system that iexphe local search
techniques to solve the shift design problem.

The local search techniques presented in this chapter learedhown to be pow-
erful tools for such problems. In our previous studies weetshown that the results
of these techniques can be still improved by hybridizatigih wther solution meth-
ods like network flow algorithms. Therefore, consideringgler problems that can
be efficiently solved exactly can be very useful to get rolosthods that combine
the advantages of different solution paradigms.

Solving shift design problem and break scheduling (with rgdanumber of
breaks) simultaneously is still a challenging task. Althloisome work has been
done in this direction, the results obtained by the apprdla@hconsiders these two
phases separately could still not be improved. Furtherpibkgould be interest-
ing to additionally consider the assignment of the shiftth®employees, include
employee qualifications, and consider also the task assighsimultaneously.
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